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ABSTRACT 
Globally, the obvious impact of climate change on human and ecosystem is of great concern. For 

agricultural productivity and sustainability, Africa especially the West Africa sub-region depend 

on apposite climate. However, the recent change in climate poses a challenge to the sub-region. 

Limited technical, institutional and financial supports in dealing with the impact of climate change 

also worsen the situation in this region. This work models the variation of some climatic variables 

in West Africa using Kalman Filter. Eight variables; maximum temperature, minimum 

temperature, rainfall, land use, population, solar radiation, relative humidity and wind speed were 

considered. Climatic data for West Africa spanning 1975–2015 were used. To model the 

impact/relationship, Kalman Filter, a recursive estimator that produces the optimal estimate of a 

dynamic system, was used. Control variables (population and land use) and transfer functions 

were introduced to control the dynamism of the model in MATLAB environment. Results show that 

there is a drastic variation in climate in the region within the period of the data. It also establishes 

the fact that population and land use pattern, especially loss of vegetation, had significant impact 

on the climatic variability in the West African climate system. This can be mitigated when 

institutional frameworks are effectuated in order to minimize the rapid change in population and 

land use pattern in West Africa. 
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INTRODUCTION 

Our planet has experienced changes since the creation of humankind. These 

changes can largely be attributed to human’s struggle for survival. By exploiting 

its resources, mankind has tremendously impacted the earth’s environment 

thereby causing issues of global concerns including but not limited to 

desertification, poor agricultural yields, droughts, floods, temperature rise, 

unpredictable rainfall pattern, and so on. No continent will be more severely hit 

with the consequences of climate change than Africa of which West Africa is of 

no exception. This is particularly because there is low level of understanding of 

climate change in the region, lack of institutional frameworks, high climate 

variability with high reliance on rain-fed agriculture (IPCC, 2014;Sultanet al., 
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2016) and inconsistencies in model prediction (FCFA, 2016). A major challenge 

is limited adaptive capacity of people in Africa. 

 

Amongst other things, increase in temperature (due to greenhouse gasses) has 

been identified as one of the major effects of climate change (IPCC, 2014). 

Adefisan (2018) investigates the climate change impact on monthly and seasonal 

distribution of rainfall and temperature of three scenarios of the Intergovernmental 

Panel on Climate Change (IPCC) between year 2000 and 2099. It was shown that 

temperature increases over West Africa in all the months under each of the 

scenarios. Precipitation which is any product of atmospheric water vapor that falls 

under the influence of gravity is also an important meteorological parameter in the 

West African Region (Zoungranaet al., 2014;Djiboet. al.,2015).Existing regional 

models for precipitation showed high discrepancy, depicting large increases and 

decreases in monthly and annual values and there is no consensus on the direction 

of change in the future (Daron, 2014). In regions like the Sahel that receives 

precipitation below potential evapotranspiration, the prediction of rainfall is 

crucial to agriculture and water resources management.  

 

El Houariet al., (2014) used eight meteorological parameters (average 

temperature, maximum temperature, minimum temperature, pressure, moisture, 

visibility, wind speed and maximum wind speed) as predictors to model for 

precipitation. The researchers only considered precipitation but to properly 

simulate the climate system, the need for additional parameters becomes quite 

apparent. 

 

There is a high correlation between temperature and solar radiation as their single 

origin is found in the absorption of radiant energy. Therefore, studying 

temperature necessitates the inclusion of solar radiation. Bazyomoet al.,(2016) 

used a set of eight climatic models to study the trends of solar radiation and 

temperature in West Africa. Results showed particular variation in different 

countries in the region.  The work took precedence from global Climate Models 

(GCMs). GCMs do not account for fine-scale heterogeneity of climate variability 

and change due to their coarse resolution. Another concern over the approach of 

using GCM is that any error obtained in these models are propagated to the 

Regional Climate Models (RCMs). 

 

Bromanet.al., (2014) investigated spatial and temporal variability of relative 

humidity over the West African Monsoon (WAM) region using cluster analysis. 

The research was able to model for relative humidity by exploiting the persistence 
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of large-scale climate features including Sea Surface Temperature (SST), Sea 

Level Pressure and winds. The projected relative humidity  was used to establish a 

link between meiningitis epidemics over the region.  

 

Wind speed is another climate variable that should be considered when dealing 

with a climate system. This is because the rate of dispersion and diffusion can 

affect atmospheric concentration over an area (Largeronet al., 2015). Akinyemiet 

al.,(2016)in a previous study examined wind dynamics of Ota, Nigeria to 

understand wind variation using statistical approach. The research showcased the 

behavior of wind during specific time of the year. 

 

To fully understand variation in the West African climate system, there is a need 

for an empirical research leading to a model which may be used to predict the 

actual changes in climatic variabilities in the region. With the knowledge of the 

process, the future trend of the parameters will be determined. The aim of this 

study is to model climatic variabilities in West Africa using Kalman filter with 

climate data of 1975—2015. In addition to temperature and precipitation, this 

study employs additional parameters of wind speed, relative humidity and solar 

radiation to model the variabilities of the climatic variables.  Kalman Filter was 

selected because of its ability to handle diverse data set within a long-term series 

which is typical of this study. It can approximate the true value of a system by 

taking few inputs and by understanding the variation and the uncertainties of the 

inputs (Grewal and Andrews, 2015).This study will provide additional 

information on relatioships among various climatic variables that could be used 

for predictive purposes and also working tools tofurther address the complex 

challenge of climate change in West Africa. 

 

Study Area 

West Africa is located between latitudes 4oN and 28oN and longitudes 16oW and 

15oE (Fig.1). The region is bounded by the Atlantic Ocean to the West and South, 

by the North of the Sahel-zone at around 20oN latitude to the north, and by 10oE 

to the East. The climate in this region is predominantly influenced by the 

WAM(Riede et al., 2016).  The region occupies an area of 6,240,000 km2, with 

approximately one-fifth of Africa’s landmass lyingbelow 300 meters above sea 

level with a population of approximately 362 millions people as of 2016(UNDP, 

2017). 
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Fig. 1  Map of West Africa showing the centroid location for each country 

 

MATERIALS AND METHODS 

Data 

The data used for this study spans all countries in West Africa except Cape Verde.  

Table 1 shows all the datasets used and their sources. 

 

Table 1 Data and Sources 
No. Data Source Period 

1 Longitude, latitude, Elevation 

(m), Maximum Temperature 

(oC), Minimum Temperature 

(oC), Precipitation 

(mm), Wind Speed 

(m/s), Relative Humidity 

(%), Solar Radiation(mj/m2) 

National Centers for Environmental 

Prediction (NCEP) Climate Forecast 

System Reanalysis (CFSR)  

https://globalweather.tamu.edu 

1979-2014 

2 Land Use(km2) West Africa: Land Use and Land Cover 

Dynamics 

https://eros.usgs.gov/westafrica/land-

cover/land-use-and-land-cover-trends-

west-africa 

Epochs 

1975, 2000, 

2013 

3 Population (person) United Nations  

World Population Prospects 2017 

https://esa.un.org/unpd/wpp/ 

1950-2015 

http://rda.ucar.edu/pub/cfsr.html
http://rda.ucar.edu/pub/cfsr.html
https://globalweather.tamu.edu/
https://eros.usgs.gov/westafrica/land-cover/land-use-and-land-cover-trends-west-africa
https://eros.usgs.gov/westafrica/land-cover/land-use-and-land-cover-trends-west-africa
https://eros.usgs.gov/westafrica/land-cover/land-use-and-land-cover-trends-west-africa
https://esa.un.org/unpd/wpp/
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Methods 

A number of parameters was used for future forecasting and prediction in this 

study usingKalman Filter. Kalman Filter is a state estimator that approximates the 

condition of a dynamic system using two distinct matrices;  State Transition and 

Control Variable matrices. The filter uses series of measurements observed over 

time, containing statistical noise and other inaccuracies, to produce estimates of 

unknown variables that tend to be more precise than those based on a single 

measurement (Welch & Bishop, 2001) 
 

State Transition Matrix 

The State Transition Matrix of Kalman Filter is the matrix that relate the input of 

the system to the model. The parameters for the state transition matrix are 

contained in Table 2.  

 

Control Variables 

These are variables responsible to control the dynamics of any system under 

consideration.The choice of these variable is based on their correlation as 

indicated in previous literatures. Several authors have noted that only models that 

include anthropogenic forcing can simulate the observed patterns of 

warming.Models that rely explicitly on global natural forcing only reproduced the 

observed global mean warming (Hegerl, et al., 2007).  Some authors are of the 

opinion that the natural processes alone cannot explain the increase in temperature 

(Hulme, 1996), thus making the argument for anthropogenic warming stronger 

especially in poor regions of the world (Jones, 1994). In addition, it has been 

proven that land use has changed and greater carbon dioxide has been released in 

recent time (Kalnay & Cai, 2003); (Zhou, et al., 2004). As a result, In this case, 

land use and population were selected as Control Variables, hence, their 

respective projections were made prior to the introduction of the Kalman Filter 

process using the formulae below. 

 

The Pearson Population Projection equations were used to project for future years. 

𝐺𝑟𝑜𝑤𝑡ℎ 𝑅𝑎𝑡𝑒 (𝑟) =
𝑃𝑝𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑃𝑝𝑎𝑠𝑡

𝑃𝑝𝑎𝑠𝑡 ∙ 𝑁
∗ 100%  Eq. (1) 

𝑃𝑡 = 𝑃0 ∙ 𝑒
𝑟𝑡 Eq. (2) 

Where 𝑃𝑡 is the population at a particular time, 𝑃0 is the previous population, 𝑒= 

euler number = 2.71828, t = time (years) and N = total number of years. 

Table 2 shows all the parameters used in the study together with their symbolic 

representation.  
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Table 2 Symbolic Representation of Parameters used 

Parameter Symbolic Representation Matrix 

Maximum Temperature Mx 

State Transition 

 

Minimum Temperature Mn 

Precipitation Pr 

Relative Humidity Rh 

Wind Speed Ws 

Solar Radiation  Sr 

Land Use (Forest Loss) Lu 
Control Variable 

Population Po 

 

As for the land use (particularly vegetation loss), the data was converted to 

polynomial after the initial interpolation.These polynomials were developed for 

each country which depicts the land use change over the period of the data using 

the technique ofLagrange Interpolationfor unequal interval inEq. (3). Similarly, 

Eq. (3) was used as a hypothetical case to create transfer function between every 

two time series climatic parameter. 

𝑀𝑥(𝑡) =
(𝑡 − 𝑡1)(𝑡 − 𝑡2)

(𝑡0 − 𝑡1)(𝑡0 − 𝑡2)
𝑀𝑥0 +

(𝑡 − 𝑡0)(𝑡 − 𝑡2)

(𝑡1 − 𝑡0)(𝑡1 − 𝑡2)
𝑀𝑥1 +

(𝑡 − 𝑡0)(𝑡 − 𝑡1)

(𝑡2 − 𝑡0)(𝑡2 − 𝑡1)
𝑀𝑥2 

Eq. (3) 

Where 𝑀𝑥 = Maximum Temperature and Pr = Precipitation, t1 … tn = various 

instances of time. When the data is supplied, Eq. (3)  evaluates to a polynomial of 

the form: 

𝑀𝑥(𝑡) = 𝑎𝑡4  +  𝑏𝑡3 +  𝑐𝑡2  +  𝑑𝑡 + 𝑒 Eq. (4) 

Eq. (4) is a best fitting polynomial with argument (time) and a,b,c,d are 

coefficients and e is a constant (if available). This equation is sufficient for the 

land use component involving forest loss. Degraded forest, gallery forest and 

riparian forest were used as indicators for land use. With each value of time, the 

forest loss can be determined using Eq. (4). 

 

Data gaps 

The period of the data availability varies with respect to the dataset, see  

Table 1. Therefore, the data for 1975–2015 being the common period for all data 

were used. Most of the data obtained are daily records. They were averaged to 

determined monthly values. The linear interpolation formula in Eq. (5) was used 

to account for data gaps. 

(𝑦 − 𝑦1) = (
𝑦2 − 𝑦1
𝑥2 − 𝑥1

) (𝑥2 − 𝑥1) 
Eq. (5) 
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Where 𝑦 = the value to be interpolated, 𝑦1 = the previous 𝑦 value, 𝑦2 = the next 𝑦 

value, 𝑥1 = the previous value of time and 𝑥2 = the next value of time  

 

Transfer Functions 

These are functionsthat relate input to output of a system.For a continuous system, 

it is the Laplace Transform of output to input. To determine the transfer functions 

which will be used for the State Transition and Control Variable matrices, the 

Laplace Transform was of Eq. (4)without initial condition using Eq. (6). To 

convert the polynomial to its equivalent rational form, the concept ofPadé 

Approximant was introduced. Padé approximant is a way of converting 

polynomials to rational expression usingEq. (7). 

ℒ{𝑡𝑛} =
1

𝑠𝑛+1
, 𝑛 is an integer Eq. (6) 

𝑎 + 𝑏𝑥 + 𝑐𝑥2 + 𝑑𝑥3 +⋯+ 𝑍𝑛 =
𝑃(𝑥)

𝑄(𝑥)
 Eq. (7) 

The expression in Eq. (7) then take the form in Eq. (8) with the highest exponent 

determining the extent of Padé Approximant. 

 𝑎𝑠−4 +  𝑏𝑠−3  +  𝑐𝑠−2 + 𝑑𝑠−1 + 𝑒

=
𝑃0 + 𝑃1𝑠

−1 + 𝑃2𝑠
−2 + 𝑃3𝑠

−3 + 𝑃4𝑠
−4

𝑄0 + 𝑄1𝑠−1 + 𝑄2𝑠−2 + 𝑄3𝑠−3 + 𝑄4𝑠−4
 

Eq. (8) 

Setting Po = Qo = 1 and expanding Eq. (8), like terms are collected using partial 

fraction decomposition and the unknowns (Ps and Qs) are determined using Least 

Squares,Eq. (9) 

𝑋 = (𝐴𝑇𝑃𝐴)−1𝐴𝑇𝑃L Eq. (9) 

Where X = unknowns, A = design matrix, P = unit weight (same dimension as A), 

L = augmented matrix. Eq. (8)becomes a set of M linear equations N unknowns 

denominator coefficients (columns).The solution from Eq. (8) in Ps and Qs is 

substituted back into Eq. (8)to reduce the equation to its frequency domain form 

as indicated in Eq. (10). In cases where the result equation is not found in the table 

involving the Inverse Laplace, little algebraic manipulation are normally carried 

out to obtain the proper format represented in the table. The appropriate inverse 

Laplace Transform will be taken to convert the series to time domain. 

𝑀𝑥(𝑡) =
𝑑𝑠2 + 𝑒𝑠

𝑐𝑠 + 𝑏𝑠2 + 𝑎𝑠3
 

 

Eq. (10) 
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The resulting expression is the differential equation representing the transfer 

function in time domain without initial conditions for the series. 

𝑀𝑥(𝑡) =
𝑑𝑡 + 𝑒

𝑐𝑡 + 𝑏𝑡2 + 𝑎𝑡3
 Eq. (11) 

 

This process is repeated until transfer functions are determined for each set of 

climatic parameters. The State Transition and Control variable Matrices which are 

typical of a Multiple-Input-Multiple-Output (MIMO) system where each element 

is a Single-Input-Single-Output (SIMO) system with poles of 2 and zeros of 1. All 

climatic variables for every country were mapped as input-to-output to determine 

these matrices. This entire process is coded in MATLAB for ease of computation. 

The state transition matrix (A) for the Kalman Filter process becomes all transfer 

function as determined usingEq. (11).  

 

𝐴 =

[
 
 
 
 
 
𝑀𝑥𝑀𝑥
𝑀𝑛𝑀𝑥
𝑃𝑟𝑀𝑥
𝑊𝑠𝑀𝑥
𝑅ℎ𝑀𝑥
𝑆𝑟𝑀𝑥

𝑀𝑥𝑀𝑛
𝑀𝑛𝑀𝑛
𝑃𝑟𝑀𝑛
𝑊𝑠𝑀𝑛
𝑅ℎ𝑀𝑛
𝑆𝑟𝑀𝑛

𝑀𝑥𝑃𝑟
𝑀𝑛𝑃𝑟
𝑃𝑟𝑃𝑟
𝑊𝑠𝑃𝑟
𝑅ℎ𝑃𝑟
𝑆𝑟𝑃𝑟

𝑀𝑥𝑊𝑠
𝑀𝑛𝑊𝑠
𝑃𝑟𝑊𝑠
𝑊𝑠𝑊𝑠
𝑅ℎ𝑊𝑠
𝑆𝑟𝑊𝑠

𝑀𝑥𝑅ℎ
𝑀𝑛𝑅ℎ
𝑃𝑟𝑅ℎ
𝑊𝑠𝑅ℎ
𝑅ℎ𝑅ℎ
𝑆𝑟𝑅ℎ

𝑀𝑥𝑆𝑟
𝑀𝑛𝑆𝑟
𝑃𝑟𝑆𝑟
𝑊𝑠𝑆𝑟
𝑅ℎ𝑆𝑟
𝑆𝑟𝑆𝑟 ]

 
 
 
 
 

 

 

Eq. (12) 

NOTE: Eq. (12)should not be misconstrued for a covariance or correlation 

matrix but rather a transfer function between every two climatic variables. 

 

Similarly, the control variable matric for the prediction equation becomes 

𝐵 =

[
 
 
 
 
 
𝐿𝑢𝑀𝑥
𝐿𝑢𝑀𝑛
𝐿𝑢𝑃𝑟
𝐿𝑢𝑊𝑠
𝐿𝑢𝑅ℎ
𝐿𝑢𝑆𝑟

𝑃𝑜𝑀𝑥
𝑃𝑜𝑀𝑛
𝑃𝑜𝑃𝑟
𝑃𝑜𝑊𝑠
𝑃𝑜𝑅ℎ
𝑃𝑜𝑆𝑟 ]

 
 
 
 
 

 Eq. (13) 

 

The State Transition Matrix (A), Eq. (12) and Control Variable Matrix Eq. (13) 

are then infused into the Kalman Filter process Table 3 to give an approximation 

of the future state of the climate system. 

 

Kalman Filter Process 

Table 3 below summarizes the entire Kalman filter process; starting with the 

prediction equations and later the update equations. The process commences by 

first making a rough estimate of the state using the state transition, control 
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variable and initial process covariance matrices. The rought estimates is updated 

using the Kalman Gain and consecutive data inputs. 

 

Table 3 Chronology of the Kalman Filter Process 
Prediction Equations 

Name and Equation Definition of terms 
Equatio

n No. 

Predicted State  

𝑋𝑘𝑝 = 𝐴𝑥𝑘−1 + 𝐵𝜇𝑘 +𝑤𝑘  

 

𝑋𝑘𝑝 is the Current State,  

𝐴 is the State Transitional Matrix 

𝑥𝑘−1 is the previous state 

𝐵 is a transition Matrix 

𝜇𝑘 Control Variable Matrix 

𝑤𝑘 Error  

Eq. (14) 

Process Covariance  

𝑃𝑘𝑝 = 𝐴𝑃𝑘−1𝐴
𝑇 + 𝑄𝑘 

𝑃𝑘𝑝 is the Process Covariance Matrix 

𝑃𝑘−1 Previous Covariance Matrix 

𝑄𝑘 Process Covariance Error 

Eq. (15) 

Update Equations 

Kalman Gain  

𝑲 =
𝑃𝑘𝑝𝐻

𝐻𝑃𝑘𝑝𝐻
𝑇 + 𝑅

 

𝐾 is the Kalman Gain 

𝐻 is an identity matrix the same dimension 

as A 

𝑅 is the error. 

Note 0 < 𝐾 < 1 

Eq. (16) 

Measurement update 

𝑌𝑘 = 𝐶𝑌𝑘 + 𝑍𝑘 

𝑌𝑘 the New Measurement 

𝐶 is a vector which is the same as the 

Identity matrix 

𝑌𝑘 Measurement from sensor (data) 

𝑍𝑘 Error related to the sensor 

Eq. (17) 

State Update 

𝑋𝑘 = 𝑋𝑘𝑝 + 𝐾 [𝑌𝑘 − 𝐻𝑋𝑘𝑝] 

𝑋𝑘 Updated measurement 

𝑋𝑘𝑝 is the predicted state 

𝑌𝑘 measured value 

Eq. (18) 

Process Covariance  

𝑃𝑘 = (𝐼 − 𝐾𝐻)𝑃𝑘𝑝 

𝑃𝑘𝑝 predicted previous process covariance 

matrix 
Eq. (19) 

 

The model was run for all countries in West Africa for all months of the data 

period. Predictions were made up to 2050 producing results for all climatic 

parameters used in this study. 

 

Rate of Change       

The rate of change formula was used to determine the change in each parameter 

expressed as a percent.Eq. (20) was used to determine the variation in each 

climatic variable. 
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𝑌 =
𝑥2 − 𝑥1
𝑥1

∗ 100% 

 

Eq. (20) 

Where Y is the percent change, 𝑥2 is the value at the previous year and 𝑥1is the 

value at the current year. 

 

Model Validation  

This is the process of establishing the degree of agreement between the result of 

the model and real life data or atleast accurately represents the model 

specification. Studies (such as) have shown that proving absolute validity is a non 

attainable goal. Therefore, a high degree of “face validity” is often achieved. Face 

Validity means, from outward indications, the model appears to be an accurate 

representation of the system(Carson, 2002).To validate the model used in this 

work, the dataset was divided into 20 years each amounting to 50% for both 

testing/evaluation and implementation.  For the testing and evaluation phase, 50% 

of the data was subjected to the model. The model predicted for the remaining 20 

years as indicated in Table 4. 

 

Table 4 Data Usage 

Item Year Duration Percentage 

Testing and 

Evaluation 

1975 – 1994 20 years 50% 

Implementation 1995 – 2014 20 years 50% 

 

The residuals were computed between predicted and observed for each climatic 

variable.  

 

Correlation Analysis 

Although the covariance of two random variables provides information regarding 

the nature of their relationship, their magnitude 𝜎𝑃𝑂 does not indicate anything 

regarding the strength of the relationship since 𝜎𝑃𝑂 is not scale-free. Its magnitude 

depends on the units measured for both P and O. As a result, there is a scale-free 

version of the covariance called the correlation coefficient that is used widely in 

statistics. The Pearson’s product-moment correlation coefficient was used to 

determine the correlation coefficients between the model-predicted and observed 

for each climatic variable in the region.  

𝜌𝑃𝑂 =
𝑐𝑜𝑣(𝑃, 𝑂)

𝜎𝑃 ∙ 𝜎𝑂
 

Eq. 

(21) 
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Where 𝜌𝑃𝑂 is the Correlation Coefficient, 𝑐𝑜𝑣(𝑃, 𝑂) is the covariance between P 

(predicted) and O (Observed) and 𝜎𝑃 ∙ 𝜎𝑂 are the standard deviations of P and O 

respectively. The Correlation Coefficient is a dimensionless quantity which 

satisfies the inequality −1 ≤ 𝜌𝑃𝑂 ≤ 1 and standardizes the measure of 

interdependence between two variables and, consequently, tells how closely the 

two variables move.   

 

The Refined Wilmott Index 

Since obtaining absolute validity is a non attainable goal, that is, residual equals 0, 

it is however important to attain a value that is very close to 0. Literally, this 

means that the model should be close to the real system. To do this, models are 

validated and examined for their performance under known conditions. The 

Refined Wilmott Index is a nontrivial improvement over earlier version of the 

index and is quite flexible, making it applicable to an extremely wide range of 

model-performance applications (Willmottet al., 2011). Mathematically, the index 

is expressed as 

 

𝑑𝑟 =

{
 
 

 
 1 −

∑ |𝑃𝑖 − 𝑂𝑖|
𝑛
𝑖=1

∑ |𝑂𝑖 − �̅�|
𝑛
𝑖=1

, when∑|𝑃𝑖 − 𝑂𝑖|

𝑛

𝑖=1

≤ 2∑|𝑂𝑖 − �̅�|

𝑛

𝑖=1

∑ |𝑂𝑖 − �̅�|
𝑛
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𝑛

𝑖=1

> 2∑|𝑂𝑖 − �̅�|

𝑛

𝑖=1

 
Eq. 

(22) 

 

Where P = predicted, O = Observed, �̅� = mean value of the observed, n = size of 

the data and dr is the refined wilmott index of agreement.dr is dimensionless and 

it is bounded by -1.0 and 1.0. Interpretation of the index ranges from weak to 

strong across the interval. 

 

RESULTS AND DISCUSSION 

Results from the study are outlined below in two groups: results from climatic 

variables which constituted the state of the system and, those of controls (land use 

and population).Decadal values (observed and predicted) are presented. Despite 

observed values are presented, the emphasis will be on predicted values. 

 

Results of Climatic Variables 

The results from the six (6) climatic variables that constitute the state of the 

climatic condition in this study were grouped in decades beginning at 1975 and 

ending 2050. Table 5 shows decadal results from the computation of all six 



Unilag Journal of Medicine, Science and Technology (UJMST) Vol 6.  No. 2, 2018 

 

 
164 

 

climatic parameters where Table 6 shows the rate of change in each climatic 

parameter used in the study. Vectorized maps were also included for visualization 

purposes. 

 

Table 5 Observed and Predicted Annual Average for Climatic Parameters 

 

In the first three decades (1975-2010), annual average decadal temperature in the 

region increased by approximately 0.91oC.  Precipitation in the region increased 

byabout 11.54 mm. In the same period, there was a reduction in Wind Speed -

0.627m/s, relative humidity experienced a slight increase of 0.014%, while, Solar 

Radiation changed by -0.175MJ/m2.  From 2020 to 2050, the model predicted a 

change in average temperature of approximately 2oC, a predicted value which is 

consistent with the projected values of Sylla et. al (2016) and IPCC (2014) 

reportof 1.5o to 4.5oover West Africa and -0.0484 percent for relative humidity. 

This combination of findings provides some support for the conceptual premise 

that increase in temperature results to decrease in relative humidity (Coffelet al., 

2017).  With such variation (increase in temperature and decrease in relative 

humidity) and agricultural yields will be gravely affected (Hatfieldet al., 2014).For 

example, Parkes et. al,(2015) investigated the benefits of breeding cultivars of 

groundnuts with heat and water stress and found out that heat stree is the main 

cause of crop failure in Nigeria, Southern Mali, Ivory Coast, Burkina Faso, Ghana 

and Senegal. These changes could affect the ecosystem (Woodand Pidgeon, 

2015). Increase in temperature at this magnitude could compromise structural 

integrity and on the overall, prejudice economic growth (Dunneet. al., 2013; Lyet. 

al., 2013).  

 

The values in column 4 of Table 5 are annual average precipitation for all 

countries over the period of the observed and predicted data. On average, 

precipitation in the West Africa region is anticipated to increase by approximately 

10% and by 2050, a downward trend of -0.896mm which is approximately -0.1% 

Year 

Maximum 

Temperatu

re (oC) 

Minimum 

Temperature 

(oC) 

Precipitation 

(mm) 

Wind Speed 

(m/s) 

Relative 

Humidity 

(fraction) 

Solar 

Radiation 

(MJ/m2) 

1975 35.632 20.086 96.796 2.849 0.608 19.817 

1980 34.814 20.603 88.348 2.330 0.636 19.187 

1990 35.651 20.748 81.331 2.379 0.610 19.331 

2000 36.759 20.475 92.180 2.422 0.570 19.962 

2010 35.878 21.654 108.333 2.222 0.622 19.642 

2020 35.219 21.730 97.594 2.531 0.738 18.946 

2030 36.227 21.253 96.071 2.622 0.699 19.209 

2040 37.262 21.598 105.749 2.656 0.680 19.736 

2050 37.054 22.352 96.698 2.554 0.689 19.194 
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of the annual average precipitationas indicated in Table 5.  The projected 

precipitation values in this work disagrees with Sylla et. al (2016) whose results 

show no significant change in the region.This could be attributed with the 

involvement of population increase and vegetation loss as contained in this work. 

Result from the model shows Wind Speed in the region increased by 0.0233m/s 

which is far more than that experienced during the period of observation covered 

by the data.  A change of -0.050% and 0.248MJ/m2 is predicted for relative 

humidity and solar radiation. Like temperature, extreme changes in solar radiation 

is dangerous to living organism as the possibility of ridges, skin cancer, cataracts 

can occur (Gosselinand Jones, 2010).In Table 6, the corresponding annual 

changes were computed for each climatic parameter. 

 

Table 6 Changes in Climatic Parameters for the Study Area 

Year 

Maximum 

Temperature 

(%) 

Minimum 

Temperature 

(%) 

Precipitation 

(%) 

Wind Speed 

(%) 

Relative 

Humidity 

(fraction) 

Solar 

Radiation 

(%) 

1980 0.023 -0.025 0.096 0.223 -0.044 0.033 

1990 -0.023 -0.007 0.086 -0.021 0.043 -0.007 

2000 -0.030 0.013 -0.118 -0.018 0.070 -0.032 

2010 0.025 -0.054 -0.149 0.090 -0.084 0.016 

2020 0.019 -0.003 0.110 -0.122 -0.157 0.037 

2030 -0.028 0.022 0.016 -0.035 0.056 -0.014 

2040 -0.028 -0.016 -0.092 -0.013 0.028 -0.027 

2050 0.006 -0.034 0.094 0.040 -0.013 0.028 

 

The table shows that annual average temperature in the region is on the increase 

by 0.076% annually. It is expected that there will be a reduction in precipitation in 

the region from 2040 to 2050. By 2050, precipitation will be increased by 

0.094%. However, wind speed will be reduced up to 2040. Relative Humidity will 

also be high in the region until 2050 when it is expected to drop by 0.013%. The 

region is expected to have a loss of -0.027% in Solar Radiation by 2040. 

 

Results of Control Variables (Land Use and Population) 

Projections were made for the control variables (land use and population) which 

were found to be contributing factors for these variabilities. Table 7 shows 

changes in Land Use and Population whereas Table 8 shows the corresponding 

changes in percent over the study area for the period of observation and 

prediction.  
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Table 7 Land Use and Population 

Values (1975 – 2050) 

Year 

Land Use 

(km2) 

Population 

(person) 

1975 404477 122,792,954 

1980 392287 140,720,930 

1990 367907 184,739,536 

2000 343741 240,769,837 

2010 318564 315,089,488 

2020 300926 407,831,693 

2030 292946 522,011,575 

2040 285292 669,180,215 

2050 277942 859,238,599 

Table 8 Changes in Land Use and 

Population in the region 

Year 

Land Use 

(%) Population (%) 

1980 -0.038 0.183 

1990 -0.621 3.128 

2000 -0.657 3.033 

2010 -0.732 3.087 

2020 -0.554 2.943 

2030 -0.265 2.800 

2040 -0.261 2.819 

2050 -0.258 2.840 

 

The links between climate change and population dynamics are often complex as 

population dynamics have not been fully integrated systematically into the science 

of climate change (Stephensonet. al., 2010). However, the values in Table 7 give 

an insight into the contribution of population increase and vegetation loss to 

change in the climatic condition of the West African subregion. As indicated in 

Table 7, the population of West Africa has increased by approximately750 

Million whereas there has been a drastic loss in vegetation which can be 

approximated to 126 thousand squared kilometers 1975 to 2050. With the increase 

in the values of population and reduction in land use in the region coupled with 

the results obtained in Table 5 suggests that the variations in the climatic variables 

can be attributed to change in population and land use. While these variations do 

not necessitate causal factors, they however depict that there is a correlation 

between these phenomena in addition to other factors. While these findings are in 

line with that of Cao et al., (2015), they also support theIPCC (2014) report that 

population and economic growth, technological change and changes in patterns of 

energy and land use are the major driving forces of the growth of the greenhouse 

gas emissions. 
 

Table 8 shows the corresponding decadal changes in Land use and population. 

These findings demonstrate that population is on the increase with specific 

reduction between 2010 and 2020. This reduction is insignificant considering the 

fact that the later parts of the results indicate consistent increase population and 

reduction in land use. 

 

Fig. 2that shows Land Use, Population and Choropleth maps for each climatic 

parameter in the region for the year 2050 with legends indicating variations across 

latitudes. 
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Fig. 2 Choropleth maps of projected parameters for the year 2050 

 

 

 

 

 



Unilag Journal of Medicine, Science and Technology (UJMST) Vol 6.  No. 2, 2018 

 

 
168 

 

It can be seen in  

Fig. 2that Burkina Faso, Senegal, Mali, Niger, Ghana, Nigeria, Togo are expected 

to receive the highest amount of annual average temperature (>30oC) while 

Liberia, Sierra Leone, Guinea, Cote D’Ivoire all receiving the lowest predicted 

values (<28oC). It is worth noting that the countries predicted to receive the 

highest amount of annual average temperature are those with the highest predicted 

population and highest loss in vegetation. The only exception is Niger with the 

lowest available forest loss due to the desert. Consistent with the results of Sylla 

et. al (2016)and Sarr (2017) Liberia, Sierra Leone, Guinea, Cote D’Ivoire, 

Guinea-Bissau are expected to experience the highest annual precipitation values 

(>120mm) whereby Mauritania, Niger, Mali, Senegal, Burkina Faso, Gambia are 

all expected to receive the least precipitation value (<90mm).In addition, 

countries earmarked to receive the highest values in precipitation are those 

with the more virginvegetation available which are Liberia, Sierra Leone, 

Guinea and Cote D’Ivoire.  

 

The Southern parts of Nigeria will experience the highest precipitation values as 

compared to the Northern parts.  This has a negative correlation with annual 

average temperature which suggests that increase in population and loss of forest 

have stress on these climatic variables (IPCC, 2014).  Mali, Niger and Mauritania 

will experience the highest predicted values (>3.5m/s) for Wind Speed. On the 

contrary, Liberia, Sierra Leone, Cote D’Ivoire, Ghana will have the lowest 

predicted values (<2.05m/s). Liberia, Sierra Leone, Cote D’Ivoire, Ghana will 

have the highest predicted value of relative humidity (>0.76%) whereas Niger, 

Mali, Burkina Faso and Mauritania shall all receive the lowest values in relative 

humidity (<0.34%).  

 

This support the conclusion that increase in precipitation leads to increase in 

relative humidity as these countries also share similar correlation between 

precipitation and relative humidity. Mauritania, Mali, Burkina Faso and Niger 

shall have the highest values of solar radiation (>21mj/m2). Liberia, Sierra Leone 

and Cote D’Ivoire are expected to have the lowest predicted value in Solar 

Radiation (<18mj/m2). This suggests that there is a positive correlation between 

annual average temperature in the region and solar radiation in the region. The 

variations suggest that increase in population and loss of forest could be 

contributing factors to climatic variabilities in the region.  
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Results from Model Verification 

This session presents summary of the statistical analysis done on all climatic 

parameters in the region as indicated in this study.Table 9 depicts the correlation 

coefficient between all climatic parameters used in the study whereas Table 10 

shows additional statistical analysis based on Root Mean Square Error and 

Refined Wilmott Index of Agreement. 

 

Table 9 Correlation Coefficient of Climatic Parameters used in the study 

Variables Max. 

Temp. 

Min. 

Temp. 

Precip. Wind 

Speed 

Rel. 

Hum. 

Solar Rad. 

Max. 

Temp. 

1.0000 0.4084 0.3890 0.2964 0.0276 0.4344 

Min. 

Temp. 

0.4084 1.0000 0.5037 -0.1367 0.7103 -0.4611 

Precip. 0.3890 0.5037 1.0000 0.1473 0.3059 0.2724 

Wind 

Speed 

0.2964 -0.1367 0.1473 1.0000 0.2677 0.1497 

Rel. Hum. 0.0276 0.7103 0.3059 0.2677 1.0000 -0.7349 

Solar Rad. 0.4344 -0.4611 0.2724 0.1497 -0.7349 1.0000 

 

It is shown that there is a negative correlation between minimum temperature and 

Solar Radiation. Also, there exist a negative correlation between minimum 

temperature and Wind Speed and also between minimum temperature and solar 

radiation. All other variables in Table 9 have positive correlation. The diagonal 

element indicates the variance in each case. 

 

Table 10 Summary of Statistical Analysis 

Climatic Parameter 
Root Mean 

Square Error 

Refined Wilmott Index of 

Agreement 

Maximum Temperature 2.5842 0.3498 

Minimum Temperature 1.5399 0.0813 

Precipitation 23.4213 -0.3529 

Wind Speed 0.0924 -0.2843 

Relative Humidity 0.4276 -0.6732 

Solar Radiation 1.1830 -0.1295 
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With the exception of precipitation with a high RMSE value of 23.4213 (as a 

result of randomness over the region), the RMSE for the other parameters are 

closer to 0.The RMSE value of precipitation is an indication of the huge disparity 

between monthly precipitation value.  This suggests that there is a high degree of 

agreement between test data and predicted values. The values of the Refined 

Wilmott Index of Agreement suggest that the predicted values are in agreement 

with observed values because the inequality is satisfied (−1 ≤ 𝑑𝑟 ≥ 1). 

 

CONCLUSION & RECOMMENDATION 

 

Conclusion 

This study presented a novel approach in modelling climatic variability using six 

climatic variables (Maximum Temperature, Minimum Temperature, Precipitation, 

Relative Humidity, Wind Speed, Solar Radiation), Land Use and Population to 

model variabilities in West Africaand employed Laplace transform to determine 

Transfer functions for each parameter. These transfer functions were later used to 

determine the State Transition and Control Variable Matrices. These matrices 

were later called in the Kalman Filter process to determine a dynamic system 

which models climatic variability in the region. 

 

The study has established analytically that the changes in these parameters can be 

attributed to changes in Land Use and Land Cover Change pattern in the region 

and also the drastic increase in population.  

 

Recommendation 

Based on the findings of this study, the following recommendations might be of 

great importance when implemented: 

1. West African nations should consider enacted ordinances that will protect 

forests in the region; 

2. The issue of reforestation should be strongly encouraged and measures to 

ensure that it is fully practiced should be put in place; 

3. It is about time that population controlled mechanisms be considered; 

4. Additional research should be done that will involve the usage of 

additional parameters like aerosol, atmospheric pressure, and so on and 

also to quantify the effects of population and land use on climate change 

variability. 
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